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Abstract

We consider transmission and reflection of narrow Gaussian wave packets by
delta potentials in the cases of constant and specific (inverse linear) time-
dependent strength. Both transmitted and reflected packets exhibit some
‘squeezing’ in the momentum probability distributions. Several different
definitions of the transmission time are introduced and compared.

PACS numbers: 03.75.—b, 03.65.—w

1. Introduction

It is well known that the stationary Schrodinger equation with the potential
V(x) = Z8(x) (1)

admits a simple complete set of exact explicit solutions [1]. For this reason, it has been
frequently used to model different phenomena in various fields of quantum physics, in the
limit cases when the detailed form of a concrete potential is not essential and results depend on
its integral characteristics, e.g., a product of effective height by effective width. In particular,
such an approximation can be successfully applied to the analysis of various tunnelling
devices in solid state physics [2], where the experimental technique of ‘delta doping’ has
been used for creating different ‘delta layers’ for more than two decades [3]. Applications
of three-dimensional delta potentials to the problems of atomic physics (photoionization,
photodetachment) have been reviewed in [4]. Such potentials are also widely used in the
theory of Bose—Einstein condensates [5, 6]. Exactly solvable models of many-body systems
interacting via delta potentials were considered in [7, 8].

Various solutions of the time-dependent Schrodinger equation with potential (1) were
also considered by many authors, beginning, perhaps, with the paper [9], where an original
approach to the initial-value problem was proposed. In particular, many efforts have been
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directed towards finding the propagator G (x, x'; t) [10-15], which enables us to calculate the
evolution of any initial wavefunction v (x, 0) according to the relation

Y(x,t) = /00 G(x,x'; Hw(x’,0)dx’. 2)

oo
Generalizations to the case of a time-dependent strength Z(#) were considered in [16—18].
Propagators for moving delta potentials were obtained in [17, 19-21]. For other studies and
generalizations see, e.g., [22-36].

However, concrete calculations of the integral (2) and the analysis of evolution of different
initial localized wave packets in the presence of delta-type potentials were performed only
in a few studies [9, 13, 37]. The aim of our paper is to consider reflection and transmission
by the potential (1) (with constant or specific time-dependent strength Z(¢)) of initial narrow
Gaussian packets, with an emphasis on slowly moving packets. This special case could
be realized in experiments with ultracold atoms. In particular, it is closely related to the
phenomenon of quantum deflection of slow packets from reflecting and semitransparent
mirrors [38—40]. For other recent publications devoted to propagation and reflection of
quantum packets (matter waves) see, e.g., [41-48].

Our plan is as follows. In section 2 we derive analytical formulae describing reflection
and transmission of initial narrow Gaussian packets through the stationary delta barrier. We
discuss the effect of ‘squeezing’ the momentum and coordinate probability densities, the time-
dependent and asymptotical transmission probabilities and the concept of conditional average
values. In section 3 we compare different possible definitions of the ‘transmission time’. In
section 4 we consider a generalization to the case of a specific (inverse linear) time dependence
of the delta-potential strength. Section 5 contains conclusions.

2. Evolution of packets in a stationary delta potential

The explicit form of the propagator for the delta potential was found in several papers
[10, 12, 13]

Gz(x,x';1) = Qmir) 2 exp [#]
Z iz x| + x| + 12t
—Eexp |:Z(|x|+|x D+ > ]erfc[ N, i| 3)
where
erfc(z) = i /wexp(—yz) dy =1 —erf(z) 4)
NEWE

is the complementary error function [49, 50]. To simplify formulae we assume formally that
h = m = 1. The return to the dimensional variables can be performed by means of the
replacements

ht mz
t—> — Z— —.

m h?
For imaginary time, i.e. for the equilibrium density matrix, a formula equivalent to (3) was
obtained in [51], and the equilibrium Wigner function was calculated in [52]. The second term
in the right-hand side of (3) is sometimes called the Moshinsky function [13, 53, 54], because
a similar expression appeared in the paper [55] devoted to the ‘diffraction in time’ problem.
Equation (3) holds for any sign of Z (although in some papers it was derived for attractive
or repulsive potentials only). Other (integral) representations for the propagator were given

®)
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in [11, 14, 15]. For Z — oo and fixed values of x, x’ and ¢, the propagator (3) goes to the
propagator in the half-space confined with an impenetrable wall (for x, x’ > 0)

2 , 5

due to the asymptotical formula [49, 50]

exp(—x?)

3
Y5 x| = o0 Jargx| < e (7)

erfc(x) ~
Exact or quasi-classical propagators in the presence of additional potentials and for various
boundary conditions on a half-line or in three-dimensional domains separated by screens and
slits were obtained, e.g., in [56—63].

Putting expression (3) in the integral (2) one should remember that G (x, x’; ¢) has different
analytical forms for x’ > 0 and x" < 0, so that the integration should be performed separately
over the regions x” > 0 and x” < 0 (and the result is different for x > 0 and x < 0). However,
if we suppose that the initial wavefunction is well localized far away to the right from the
origin, being equal to zero for x < 0, then the integration in (2) should be performed over
x" > 0 only, i.e. we may replace |x’| by x’ itself. We consider in this paper a Gaussian initial
state?

(x — x0)?

Y(x,0) = (r5*) 7 exp [— 252

+ ipox] Xe > s, (8)
The form (8) implies that we consider the states without initial correlations between the
coordinate and momentum (it was shown in [39, 40] that nonzero initial correlation coefficient
does not change essentially the picture of reflection or transmission of narrow slow packets
from barriers). Although function (8) has a nonzero ‘tail’ in the region x < 0, this tail is
exponentially small (under the assumed condition x,. 3> s) and does not give any significant
contribution. Therefore, the integration in (2) can be formally extended to the whole axis
—00 < x’ < 00. Using the integral [64]

) s _ z b_z L
/_OO dx exp(—ax” + bx) erfc(x) = \/:exp <4a> erfc <2m> )

and introducing new dimensionless variables and parameters

X B ps th/2 msZ . X
X=— = — T = B=—— v=1+iT =
Xe P h2 msxe nJ2 P p sv/2
(10)
we obtain

2/32 1/4 2
Y, 1) = (—2> { exp I:——(f — 1= por)* +iBpo(2% — ﬁof)i|
U v

— By/muexp [Bv +2BB(%| + 1) — pi +2ipo(B + B)]

Vv Vv

3 An exact formula describing the evolution of the initial packet of the form exp(—alx — x.|) was obtained and
analysed in [13].

xerfc|:£(|i|+1)+8\/5+ ipl} } (11)
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For B > 0 (repulsive potential) and 8 > 1, the real part of the argument of the erfc-function
on the right-hand side of equation (11) is large and positive for any value of 7, so we can
simplify this expression using the asymptotical formula (7):

2 2 1/4 2
V(E, 7))~ ( p > {exp [-%(ﬁ — 1= pyr)* +iBpy(2% — ﬁor)]

U2

Bvu ,32 ~ ~ 2 cn o~ ~ ~

- BZ+ ) +Bu+ip exp I:—:(|X| + 1+ pot)” —1Bp(2|%] +Pof)]} .
0

(12)

2.1. Reflected packet

If B — o0, the pre-exponential factor in the second line of equation (12) tends to 1 (for fixed ¥
and 7). In this limit, for ¥ > 0 the right-hand side of (12) becomes a superposition of a freely
expanding Gaussian packet (with zero mean initial momentum) and a packet reflected by an
ideal boundary [38], whereas it goes to zero for ¥ < 0. The probability density | (%, 7)|?
rapidly oscillates in the semispace ¥ > 0 (if B # 0) due to interference between the freely
propagating part of the wave packet and the part reflected from the potential. The asymptotical
(at T — 00) momentum distribution |@(p)|> does not depend on 7, but it contains rapidly
oscillating terms containing sine or cosine functions of the big argument . After averaging
over these oscillations (which do not really affect measurable quantities [39, 40]) we obtain a
smooth distribution, which has different forms for positive and negative values of momentum

—, . {I(po(ﬁ)lz +Hloo=pPIX(PIE  F>0 )

leo(A)IPA =[x (D)) p <0

where
2 2

" = —5—= 14
|x (P)] Bt (14)

is the well-known reflection coefficient from the delta barrier [1] and
lpo(P)I* = /)" expl—=2(p — py)’] (15)

is the initial momentum distribution corresponding to the state (8) (we confine ourselves to
the case of pure initial Gaussian states; mixed initial states were discussed in [39, 40]). The
asymptotical mean value of the momentum (p ) is different from the initial value p,. For
example, if p, < O and |p,| > 1 (this means that the absolute mean value of the momentum is
much greater than the momentum spread in the initial state), then (p.) = po — 25l x (Po)|*-
But the most interesting is the case of an almost perfectly reflecting potential (or B > 1) and
zero initial average momentum p, = 0, when the initial symmetrical momentum distribution
(15) (with p, = 0) goes to a highly asymmetrical asymptotical averaged distribution with
Pas(p > 0) &~ 2|po(p)|? and Pu(p < 0) ~ 0. As a consequence, the packet becomes
narrower in the momentum space than it was initially, i.e. some kind of ‘squeezing’ of the
momentum distribution can be observed. This effect of ‘quantum deflection’ (discussed in
[38—40]) has a simple physical explanation, which is based on the wave—particle duality: partial
plane waves with negative components of the momentum change the sign of the momentum
after reflection from the potential, and this results in reducing the spread of the packet in
the momentum space. It is worth noting that the effective width of the packet in the coordinate
space (measured in terms of the coordinate variance o,) turns out to be also less in the
case of almost perfectly reflecting potentials, compared to the case of free spreading of the
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packet [38, 39]. However, no violation of the uncertainty relations happens, because o, grows
with time in all cases as ¢> (with a smaller coefficient for |B| > 1 than for B = 0), so
that the product 0,0, also increases with time unlimitedly. On the other hand, the invariant
uncertainty product o,0, — apzx asymptotically tends to some constant value (proportional
to the parameter 82, i.e. much greater than 1% /4) [39, 40]. The asymptotical mean value
of the momentum in the case discussed equals (p,,) = 1 /27 (note that the definition of
the dimensionless momentum j in equation (10) differs by the factor /2 from the definition
adopted in [38—40]).

2.2. Transmitted packet

Now let us discuss the properties of the transmitted packet. For ¥ < 0 the arguments of both
exponential functions in formula (12) are the same, so that it reads

22\ 1 —%)+ip 2 .
Y(E )~ (%) ; (f . 5 i)BUIiOiﬁO exp [—%(i — 1= pot)? +if o2 — ﬁof)} :
(16)

Taking B large enough, one can neglect pj, in the pre-exponential factor, as well as the
parameter 53 in the real part of its denominator (remember that v = 1 + i8¢ and ¥ < 0).
Therefore, the probability distribution to the left of the barrier does not depend on § under the
conditions

B>1 B> 1Pyl B> B Br > 1 (17)
(which imply that 5 is finite, i.e. the barrier is not totally reflecting):

2

1/2 =2
7)(*)()'5’ 7) = Y (X, ‘L')|2 ~ (_2> (1—-1%)
T

2 -
m exp [—;(x — 1 — pof)z] . (18)

It is clear that for py < O and |py|t >> 1, the maximum of the distribution (18) is attained
at ¥ — 1 = pyt. In this case one can replace the term ¥ — 1 in the pre-exponential factor by
Pyt at the points near the maximum. Consequently, the transmitted packet (in the sense of
its probability density) asymptotically is close to the freely expanding initial Gaussian packet,
multiplied by the transmission coefficient

< <2 P
T(p)=1-1x(PI = Bt 19
corresponding to the initial momentum p,. This was noticed (without explicit proof) as far
back as in [9].

However, this simple result holds only if | | is not very small. If | 5| < 1, the situation
is different, and we consider here the extreme case of p, = 0. In this case the main part of
the freely expanding initial packet reaches the barrier at T ~ 1, therefore, the most interesting
regime is T > 1. In contrast to a freely expanding packet, whose maximum is fixed at the point
X =1, the position of the maximum of the transmitted packet (18) with p, = 0 is gradually

shifted to the left according to the formula
(1=x,)2/1" = 1(BV2+ B - B). (20)

In particular, |1 — %,,| &~ 2="/47/B for an almost transparent barrier (5 < 1). On the other
hand, the velocity of the maximum of the packet does not depend on 3 for an almost perfectly
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0.90

0.45

0.00 -
0.0 4.5 9.0

Figure 1. The function F(y) (23) for p, = 0, B = 0 (upper left curve), p, = 0, B = 1 (lower left
curve), pg = —7, B = 0 (upper right curve), py = —7, B = 10 (lower right curve).

reflecting barrier (B > 1):

(1= %)/t = 1)2 [d%,, /dT| — 1/4/2 (21)
(although the height of the maximum becomes very small). In the latter case
2\"? (1 — %)2 2
() #) A 2

Using the approximation P (%) ~ P(%,,) exp[—4(% — &,,)?/7*] in the vicinity of maximum,
one can check that the ratio of the width of the packet A% = t/ (2+/2) to the coordinate of its
maximum £, does not depend on time: AX/%, ~ 1/2.

It is convenient to rewrite the probability density (18) as a function of the scaled variable
y = (1 — ¥)/7 (whose range varies from 7~! to co) multiplied by the normalization factor
Tl

F 2 2 1 =
POG. 1) = @ F(y) = \/; ﬁ expl—2(y + p)?] vy = Tx (23)

Comparing (23) with (13), (15) and (19), one can see that the function F(y) withy = —p is
exactly the asymptotical momentum distribution f;:)(— p). Consequently, the asymptotical
coordinate probability density in the transmitted packet P~ (%, t) reproduces (after some
rescaling) the asymptotical momentum probability density. The plots of function F(y) for
different values of j, and B are given in figure 1. One can see that for | 5,| > 1, the function
F (y; B) behaves as a scaled function F(y; 0), while the functions F(y; B) and F(y; 0) are
completely different in the case of p, = 0.

2.3. Time-dependent transmission probability and conditional average values

The time-dependent transmission probability can be defined as the probability of discovering
the particle to the left of the barrier:

0
L(t) = f PN(x, 7) dx. (24)

—00
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Taking the limit T — oo in equation (24), we obtain the asymptotical transmission probability
for the packet [40]

0 0
Lo = lim / PO ) dF = f leo(B)I*(1 = 1x (P)I) dp. (25)
—00 —00
The ‘conditional” asymptotical average value of some function of momentum can be defined
as [40, 65]

0
({f(P))oo = L3 f FPlpo(P P — [x(P)Hdp. (26)

The physical meaning of this definition seems to be clear: it corresponds to the statistics of
only those events which are related to the detection of a particle behind the barrier. For large
negative values of p,, Lo = T (p,), moreover, one can replace a slowly varying reflection
coefficient |x (p)|?> by its value at p = po (keeping in mind that the main contribution to
the integral in (26) is from a small region near the point pg, due to the exponential form
of the initial momentum distribution). Consequently, in this asymptotical case we have
(f (D)oo = (f (P))i=0. In particular, ((§))oc % Po.

The situation is different if | j,| < 1. We consider the case of p, = 0, when the effect is
maximal. The calculations are simplified in the case of an almost perfectly reflecting barrier
with B > 1, when the plane wave transmission coefficient can be simplified as 1 — |x (5)|*> ~
p*/B?. Then equations (15) and (25) yield Lo, = (88%)~!. Moreover, the conditional
asymptotical value of the average momentum in the transmitted packet does not depend
on B in this limiting case: |({p))| = +/2/7. Note that this value is twice as high as the mean
momentum of reflected particles and the conditional mean value of the momentum of particles
moving to the left in the absence of any barrier (for the Gaussian packet). Also, the value
[{((p))] is slightly (2/ /7 times) greater than the momentum corresponding to the velocity (21)
of the peak of the transmitted packet, due to the finite width of the transmitted packet in the
momentum space, which equals

A, =P = (P2 = V(B —8)/(4r) ~ 1/3.

We see that A_p is less than the width of the initial momentum distribution (15) (which
equals 1/2 for the dimensionless variable p). Consequently, the transmitted packet also
exhibits some ‘squeezing’ in the momentum distribution. It becomes narrower than the initial
one, because the low energy plane wave components of the initial packet are transmitted
through the barrier with much smaller probabilities than the high energy ones, so that the low
energy components are ‘lost’ in the transmitted packet. This also explains why the conditional
average value of the momentum in the transmitted packet is greater than that in the reflected
packet. The product of conditional uncertainties A, A, linearly increases with time (in the
asymptotical regime), although its value is less than that in the case of a free packet.

3. Transmission times

There is a vast literature on the problem of ‘tunnelling time’ [66—68] or ‘arrival time’ [69] of
quantum particles moving in various potentials or passing through potential barriers. However,
the case of tunnelling through the delta barrier seems to have been missed (the ‘delay time’ for
delta barriers was considered recently using the Floquet formalism [70] or initial cut-off plane
waves [71]). Explicit expressions for the time-dependent packets give us a rare possibility of
studying the problem in detail in this special case.
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0.15 0.30

Figure 2. Normalized transmission probability £(7) = £(t)/Le for initial packets with negative
mean values of the momentum p, = —4 (right curves) and p, = —5 (left curves), for different
values of the delta-potential strength 5 = 0 (solid curves) and B = 20 (dashed curves).

There are several possible ways of defining the ‘transmission time’. For example,
introducing the normalized transmission probability L(t) = L(T) /L, One may assume
that the transmission is practically finished when the difference 1 — £(r) reaches some small
given number €, defining the ‘conventional transmission time’ 7. by means of the equation
1 — £(t.) = €. Using equations (23) and (24) we obtain

2 00 2
L(r) = \/;/1/ ﬁ exp(=2(y + p)?) dy. 27

An approximate analytical formula for the integral (27) can be easily found for large negative
initial momenta: p, < 0,|py| > 1. Indeed, it is clear that the transmission probability
is exponentially small until |p,|t < 1, and it practically coincides with T(|p,|) when
|PolT > 1. A rapid increase of £(tr) from zero to the asymptotical value Lo, = T (|pyl)
occurs during a rather short interval of time, when |p,lt ~ 1. Writing |pylt = 14§
with |§] < 1, we can replace y by |j,| in the pre-exponential factor. Then the integral is
reduced to the complementary error function (4), and we obtain an approximate analytical
formula

L(r) ~ jerfe(§) & = V2Ipol(1 = | pol) |Pol > 1. (28)

Typical dependences L(7) for | Polt > 1, following from numerical integration of (27), are
shown in figure 2. One can see that with increasing absolute value of the initial momentum
| Pol, the transition region moves to shorter times and becomes narrower. The same behaviour is
observed if one increases the strength of the delta potential B for a fixed value of py. However,
this effect is rather weak, and it is neglected in the approximate formula (28). Taking into
account formula (7), we obtain asymptotical expressions for || > 1:

exp(—&?) £ 0
1— exp(—&7) £ <0

2m|§]
As a matter of fact, deviations from the asymptotical values are already less than 1% for
|&] = 2. Thus, the transmission time 7(; equals approximately the difference between two
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i 5=10, £_=0.001
0044 T -
0 ' I5 ' 10

Figure 3. Normalized transmission probability £(t) = £(t)/L for the initial packet with zero
mean value of the momentum p, = 0, for different values of the dimensionless strength of delta
potential B (from bottom to top): 0; 0.1; 0.3; 10.

values of variable T which give & = £2. Therefore, 799 ~ 2V2 / ﬁg (or 4mhx. / (p%s) in
the dimension variables). This value does not depend on the strength of the delta potential
(remember that we consider the limit of packets with large initial momentum p, exceeding
the width of the initial momentum distribution, which has an order of 7/s), being determined
completely by the difference between the instants of time when the plane wave components of
the initial packet, corresponding to the ‘effective borders’ p = po =£ 2h/s of the momentum
distribution (15), reach the position of the barrier x = 0 from the initial point x,.

In the case of zero initial momentum py = 0, the integral (27) can be calculated exactly
if B = 0 and approximately if |3| 3> 1 (when one can neglect the term y? in the denominator
of the integrand):

L(z) = erfc(v/2/71) B=0 (30)

. NAWRY] 2
L(t) = erfc (T) + N exp <—§> B> 1. 3D

Thus, we obtain the following asymptotical behaviour of the normalized transmission
probability at T >> 1 in these two opposite limit cases:

| 8v2
373

22
1—i+0(f3) B« 1.

JTT

Results of numerical calculations of the function £(t) for different values of /3 are shown in
figure 3. We see that the time of transmission of the packet to the left half-space in the presence
of a delta barrier is shorter than for a freely expanding packet with zero initial momentum,
and it goes to some finite asymptotical value for 5 >> 1. Equation (32) shows that for py = 0,
roughly speaking, 7. ~ ¢! for B« 1 and 7. ~ €~'/3 for B > 1.

An obvious disadvantage of the parameter t. is an arbitrariness in the choice of €. This
ambiguity can be removed if one notes that the function £(t) is monotonic: see figures 2

+0(t7) B> 1

L(r) = (32)
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0.90 . .

0.45

Figure 4. The ‘transmission time probability density’ function (34) for p, = 0 and different values
of B (from bottom to top for 7 small and in the inverse order for t big): 0; 0.5; 10.

and 3. Consequently, the derivative M(z) = d£(r)/dr is nonnegative, and it can be
considered as the probability density of particle transmission through the barrier in the interval
between t and t + dt, because fooo[dﬁ(r) /dt]dt = 1. Thus, we can define the mean
transmission time as (cf [72])

T =/ TM(t)dr. (33)
0

In view of equation (27) we have
[2 exp[—2(1 + py1)?/77%]
M(t) =,/ — . 34
2 T LooT2(1+ B212) 34
In the special case of p, = 0, the integral (33) with the function (34) can be reduced to the
integral exponential function

Ei(x) = / $e—f (35)

by means of the substitution r = 23> +2/72, and we find

. £y 2 2B

T = mEl(ZB)e . (36)
For B > 1 one can use the asymptotics of Ej(x) for x > 1 or calculate the integral
(33) directly, neglecting 1 with respect to B2t in the denominator of (34) and making the
substitution # = 772 in the integral. Both ways lead to the same result: since Lo, ~ B2, the
mean transmission time goes to the constant asymptotical value 7o, = +/8/7 for B > 1 and
Po = 0. However, the integral (33) with the function (34) diverges as B — 0, so that T = oo
for the free packet with any value of p,. Although one could try to find some explanation
for such behaviour in the case of p, = 0, where the function M(7) behaves more or less
differently for B = 0 and B > 1 (see figure 4), there are no reasonable physical explanations
for the divergence of transmission time at B — 0 for |py| > 1, where the plots of M (1)
practically do not depend on B: see figure 5. This divergence seems, therefore, to be a
mathematical artefact, indicating that the integral (33) is not, in fact, a good measure of the
transmission time.
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20

0 . . i -

0.10 0.15 0.20
Figure 5. The ‘transmission time probability density’ function (34) for p, = —7 and different
values of the dimensionless strength of delta potential B = 0 (dashed curve) and B = 10 (solid
curve).

For these reasons, it seems more natural to define the transmission time as
Ty = [ max M(1)]™! 37)
O<t<o0

(a similar definition of the spatial extension of packets was used in [48]), because it agrees
with the usual estimation of the width of the normalized distribution M(7) by means of the
relation Ty - max M = 1. For p, negative and |py| > 1, the maximum of function (34) is
attained for 7, ~ |p,|~!' (when the argument of the exponential function is close to zero), and
we find T,y =~ /7/2py 2, independently of B, i.e. the same dependence (up to a numerical
coefficient) as for 7 ;. For p, = 0, changing 5 from 0 to oo shifts the position of maximum
of function M(t) from 7 = +/2 to 7 = 1 and diminishes the transmission time 7} (5, Po)
from 7;(0, 0) = e /7/2 to Ty(c0, 0) = €%/ /128 (about three times).

4. Time-dependent delta potential

It was shown in [18] (following the ideas of [73]) that the propagator (3) can be easily
generalized to the case of a specific time dependence of the delta-potential strength

25(x)
Vv s =
D=0

The generalized propagator in the dimensionless variables is (to return to dimensional values
one should use transformations (5) and the substitution &« — mao /h)

Z o x|+ |x'|¢ + Zit

2z C[W]

i, Z , 12t

X exp [z(x —X §)+?<|X|+|X|§+T>] 39

where Go(x, x’; t) is the free-space propagator given by the first term on the right-hand side
of equation (3). Formula (39) holds for 0 < ¢ < oo if « is positive and for 0 < ¢ < t, = |a| ™!
if o is negative, because in the last case, the strength of the delta potential becomes infinite
at the instant of time #,, when ¢(#,) = 0, and there is no unambiguous way to continue the

c@t) = 1 +at. (38)

GW(x,x'; 1) = Golx,x'; 1) —
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solutions for r > f,. At the critical instant #,, one can use the asymptotical formula (7) to
obtain the expression resembling (6), but with some modifications:

N2 N 1 2
G.(x,x';t,) = (2iy'rt>,<)_l/2 {exp [%} — (1 — %) exp [W]} . (40)

Note that the modifying pre-exponential factor does not depend on the second argument x’ of
the propagator (over which the integration in formula (2) is performed).

Applying the propagator (39) to the initial state (8), we obtain the generalization of
formula (11)

2[32 1/4 2
Y(E, 1) = (—2> exp [—7()3 —1— por)* +iBpy(2% — ﬁof)]

TV

B(2p?)"* B +iA)|%] + Bu + ¢ (B +ipy)
T i e [ [ +iAp] }
xexp[@(23+1Aﬁ|i|)+ lef +Ziﬁ°(ﬂ+8)+ﬂ(,26_m)_ﬁ%}
c c(1+iA) 1+iA
(41)
where
() =1+Apt A = ams’/h (42)

and other variables and parameters were defined in (10). Obviously, the parameter o' has
the meaning of time of existence of the barrier (for @ > 0), whereas the quantity ms?/h
characterizes the time of spreading of the initial packet. Therefore, we confine ourselves to
the analysis of the case |A| < 1 (otherwise the delta potential practically disappears long
before the main part of the packet reaches the point x = 0). On the other hand, the product
AB ~ amsx./h has the meaning of the ratio of the time necessary to reach the position of the
barrier (x./vy, where the spreading velocity has the order 71 /ms) to the time of existence of
the barrier, so that it is reasonable to suppose that |A|B can be of the order of unity or bigger
(otherwise we have the case of practically stationary delta potential). We shall also assume
that
B> 1 Bt > 1 B> |Pol B > |BI. (43)
Let us consider first the case of « positive. Replacing again the complementary error
function in (41) by its asymptotical form (7) and taking into account the restrictions (43), one
can verify that the probability density of the transmitted part of the packet (for ¥ < 0) can be
expressed in almost the same form as in equation (18), with the only difference that the terms

1 — ¥ should be replaced by ¢(t) — X in the pre-exponential factor (but not in the argument
of the exponential):

POF, 1) ~ <i)1/2 & exp [_3(); —1-p 1)2] (44)
’ 7t (& =) +12B2 72 0 ’

As a consequence, we have the following generalization of formula (34) for the transmission

time probability density:

2\ ¢? 2 <0
M(T) = £OO ; m eXp —ﬁ(l +p()'L') (45)

2 172 poo AB)2
s <;> /o @ % exXpL=20 + Po)’) (46)

where
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Figure 6. The ratio 7(B) = T,;(B)/T+(0) as a function of B for fixed values of the mean initial
momentum p, and the parameter AB, characterizing the rate of decay of the barrier.

If AB > 1 and p, = 0, then L ~ 1[1+(B/AB)*]". In figure 6 we show the dependence of
the ratio 7,(B)/ T;;(0) on B for some fixed values of parameters pj, and AB. We see that in all
the cases, this ratio decreases with increase of the delta-potential strength 3, going to nonzero
asymptotical values. In turn, these asymptotical values increase with increase of |p,| and AS,
approaching the unit value when either of these parameters becomes large enough.

For o negative, it is interesting to analyse what happens at the critical instant of the
dimensionless time 7, = (8|A|)~!, when ‘the tunnel to behind the mirror closes up’. Under
the conditions (43), the coordinate probability density behind the mirror (¥ < 0) is given by

=) 2 2 2 2 2
P(X, ) = BIA| (;) (m> exp[-2(B|AD"(X — 1 = poT)7]. (47)
The coordinate dependent pre-exponential factor can be replaced by unity if B|A| > B. In
this case, the ultimate transmission probability equals

L(z,) = Lerfe[(BIA] + po)V2I. (48)

For the reflected part of the packet, it is interesting to know the asymptotical value (when
T — 00, i.e. for A > 0) of the average momentum for p, = 0. Under the conditions (43), it
can be reduced to the integral

4B [ dy(By + Ay?) exp(=2y?)
T emie /o (AB + )+ (Ay + B
Due to the presence of the exponential factor in the integrand, the main contribution to the
integral (49) is from the domain y < 2. If B >> 1 (almost perfectly reflecting initial barrier)
and A < B, then one can neglect the variable y in the denominator of the integrand (retaining
the factor AS, which can be large) and the term Ay2 in the numerator. After this, the integral
becomes trivial, and we obtain the expression

(Poo) ~ ()21 + (AB/B ) (50)

containing again the characteristic combination (A/B)?. We see that increasing the product
AP makes the same effect as decreasing the initial strength of the delta potential B. This is
quite clear, because the value of AS characterizes the time necessary for the expanding packet

(Do) (49)
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to reach the barrier. But at this moment in the nonstationary case the packet will ‘meet’ not
the initial barrier, but a barrier whose strength became Af times weaker, due to the specific
time dependence (38).

5. Conclusion

We have analysed the problem of transmission and reflection of initially narrow Gaussian
packets by the delta potentials of constant and special time-dependent strengths. We have
obtained approximate analytical expressions for the coordinate and momentum probability
densities behind the barrier. These expressions demonstrate some ‘squeezing’ both in the
momentum and coordinate distributions (as soon as these distributions reproduce each other
in the asymptotical regime after some scaling of variables), compared with the case of free
expansion in the absence of a barrier. Nonetheless, the uncertainty relations are not violated,
because the coordinate variance unlimitedly grows with time (although slower than in the case
of a free packet).

Also, we have introduced two functions, which can be interpreted as a transmission time
probability density and a total time-dependent transmission probability. Using these functions,
we have considered several possible definitions of the transmission time and analysed their
dependence on the parameters of the initial packet and the potential. Qualitatively, all the
definitions lead to the conclusion that the transmission time diminishes with increase of
the strength of the delta potential. However, this effect is significant only for slow initial
packets, being practically unobservable in the case of packets with large negative initial
average momenta. Moreover, the transmission times do not reduce unlimitedly, but they tend
to some finite asymptotical values as the strength of the delta potential goes to infinity (when
the total transmission probability tends to zero). The best definition of the transmission time
in the case under study seems to be the inverse height of the maximum of the transmission
time probability density.
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